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1. Evaluation Metrics
1.1. Recognition

To compute the F1 score at top-10 predictions, we select
10 predictions with the highest scores as positive predic-
tions in each image and compare these predictions with the
ground-truth labels. We compute precision and recall for all
interaction labels in a set C as,
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where N t
a,o is the number of true positive for an interaction

label (a, o), Np
a,o is the number of positive predictions for

the same interaction label, and Na,o is the number of images
containing the interaction label (a, o) according to ground-
truth. F1 score is the harmonic mean between precision and
recall and is defined as,
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Notice that precision can be computed from the reported
recall and F1 scores in the main paper based on (2).

To measure mAP score, we compute the Average Preci-
sion of each label as
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where, Precisionk(a, o) is the precision for the interaction
label (a, o) when retrieving k best predictions and relk(a, o)
is the relevance indicator function that is 1 iff the interaction
label (a, o) is in the ground-truth of the image at rank k. The
mean Average Precision (mAP) is defined as

mAP = 1/|C|
∑

(a,o)∈C

APa,o, (4)

where |C| is the number of interaction labels.

Here, we define C = A2 ∪ B1 (A2 ∪ B1 ∪ B2) for mAP
and F1 scores of unseen interaction labels in A1 ∪ B2 (A1)
setting. For performances on all interaction labels, we set
C = A1 ∪ A2 ∪ B1 ∪ B2 in both settings.

In the both HICO and Visual Genome datasets, due to the
large number of interactions, each image has unannotated
interaction labels. For F1 and mAP scores, we treat missing
interaction annotations as negative labels, similar to [1, 2].

1.2. Localization

To quantify the localization performances, we follow [3]
to measure whether action and object locations la, lo are
correctly estimated within their corresponding ground-truth
bounding boxes. First, we rescale their predictions from
[1, 17] × [1, 17] coordinates to the original image ranges.
If these predictions are within the ground-truth bounding-
box regions and among the top-10 predictions, we con-
sider these as true positive, otherwise they are false pos-
itive. Finally, we rank all interaction predictions accord-
ing to their confidences and compute Average Precision to
measure whether true positive predictions are ranked higher
than false positive predictions. Thus, high Average Preci-
sion is achieved when a model correctly recognizes, with
high confidences, and localizes present interaction labels.

In the main paper, we focus on analyzing the localization
performances of each interaction label on only images hav-
ing the target label following [4]. We also report the task of
localizing each interaction label over all images as shown in
Table 2. Since localization on all images requires a model
to not only correctly attend to the bounding boxes of actions
and objects within top-10 predictions but also rank images
of target labels higher than images of other labels, this task
is more challenging than localizing among images of target
labels, leading to lower precision compared to the reported
performances in the main paper. Overall, our method still
surpasses other baselines at localizing actions, objects and
action-object pairs in A1 ∪ B2 and A1 settings.



Method Seen
Interactions

HICO-DET
A1 A2 B1 B2 All

DEVISE
A1 ∪ B2 20.4 10.3 10.9 25.3 16.9

A1 18.5 2.2 6.3 1.7 8.1

Fast0Tag
A1 ∪ B2 31.1 17.9 21.3 32.9 26.2

A1 29.0 4.5 15.8 3.6 14.8

LESA
A1 ∪ B2 34.1 19.8 23.9 37.2 28.3

A1 31.3 2.5 21.4 1.7 16.2

Dual Attention
A1 ∪ B2 29.6 17.3 20.4 34.6 25.8

A1 29.1 3.8 17.5 3.4 15.1

Combined Attention
A1 ∪ B2 26.1 14.1 14.5 33.0 22.1

A1 25.6 4.0 13.7 3.5 13.0

ICompass (Ours)
A1 ∪ B2 33.4 23.2 25.3 39.0 30.4

A1 32.0 4.5 20.9 4.0 17.2

Table 1: Performances of zero-shot HOI recognition (mAP) on
HICO-DET dataset.

2. Recognition Performances on HICO-DET

In addition to localization performances, we also present
recognition performances on different interaction label sets
on HICO-DET in Table 1.

Overall, recognition performances follow similar trends
as localization performances where our method signifi-
cantly outperforms the state of the art in both A1 ∪ B2 and
A1 settings. While HICO-DET has additional bounding-
box annotations compared to HICO, these datasets share
the same set of images and image-level labels, leading to
similar recognition performances on all interactions.

3. Visualization

3.1. Visual Queries

Figure 1 visualizes the word embeddings from the pre-
trained GloVe model and our proposed visual queries for a
subset of actions and objects on HICO dataset in A1 ∪ B2
setting. We apply t-SNE [7] to project word embeddings
and visual queries into 2D space for visualization.

Notice that the original word embeddings form two dis-
tinct clusters of actions and objects, thus when used for
recognition, these queries cannot leverage semantic similar-
ity between actions and objects. Our method learns to mod-
ify the word embeddings into visual queries that reflect the
relationship between actions and objects in terms of affor-
dance, e.g., “jump” and “flip” can be performed on “skis”,
thus these queries are close together. This is due to our abil-
ity to share knowledge among actions and objects by using
the same function r(·) to construct their visual queries.

3.2. Interaction Localization

Figure 3 shows that our method is capable of not only
recognizing but also localizing multiple interaction labels
in each image. Moreover, cross attention can correct local-
ization errors for objects via action information. Although
the object attention mis-localizes “surfboard” because of
its small visual appearance, we observe that cross attention

Figure 1: Visualization of word embeddings from the GloVe
model (top) and visual queries learned by our method (bottom).

correctly attends to “surfboard” regions by leveraging the
spatial relation from “ride” action.

3.3. Relational Direction Statistic

Fig. 2 shows the percentages of samples in each ac-
tion having the relational direction pointing upward from

Figure 2: Percentage of samples from 10 actions with most/least upward
relational directions from actions to objects in HICO-DET.



Method Seen
Interactions

Action Object Action & Object
A1 A2 B1 B2 All A1 A2 B1 B2 All A1 A2 B1 B2 All

DEVISE [2] + CAM [5] A1 ∪ B2 5.3 1.3 2.4 5.3 3.6 6.6 2.7 4.0 9.2 5.6 2.5 0.8 1.3 3.6 2.1
A1 3.0 0.4 1.0 0.1 1.1 3.9 0.5 1.7 0.1 1.5 1.6 0.3 0.5 0.0 0.6

LESA [6] A1 ∪ B2 13.4 5.7 7.8 12.2 9.8 13.5 7.5 8.6 13.7 10.8 7.7 4.5 4.8 8.3 6.3
A1 12.4 0.4 6.4 0.3 4.9 12.3 0.4 6.7 0.4 4.9 6.6 0.2 3.9 0.3 2.8

Dual Attention
A1 ∪ B2 11.5 6.1 7.2 12.2 9.3 11.6 7.6 8.0 13.0 10.1 5.5 5.0 4.5 8.3 5.8

A1 11.2 0.9 4.9 0.1 4.3 12.0 0.5 4.8 0.0 4.3 5.8 0.5 2.8 0.0 2.3

Combined Attention
A1 ∪ B2 10.0 2.2 5.6 10.8 7.1 6.8 2.8 3.5 6.8 5.0 3.1 1.1 1.9 4.0 2.5

A1 8.9 0.7 3.6 0.2 3.4 6.4 0.3 2.4 0.0 2.3 2.4 0.2 1.4 0.0 1.0

ICompass (Ours)
A1 ∪ B2 14.8 9.2 12.0 15.3 12.8 15.5 10.8 11.3 18.2 13.9 8.4 7.5 6.9 11.4 8.5

A1 12.6 0.7 7.7 0.3 5.3 14.9 0.8 7.9 0.3 6.0 7.2 0.5 4.8 0.3 3.2

Table 2: Performances of zero-shot HOI localization (mAP) on all images in HICO-DET dataset.

Figure 3: Visualization of action/object attention maps and cross-attention predictions in A1 ∪ B2 setting on HICO-DET. Yellow boxes
indicate regions with highest attention weights and red ellipses highlight most probable object locations.

actions to objects. We observe that upward actions such as
‘lift’ or ‘throw’ often result in object locations higher than
action locations while ‘sit on’ or ‘lie on’ actions mostly fol-
low downward relational directions. Please notice that we
demonstrated the effectiveness of the estimated relational
direction in Fig. 4 (left) in main paper, which shows cross
attention significantly outperforms random guesses.
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