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1. Evaluation Metrics

1.1. Prediction Performance

To compute the mAP score, we compute the Average Precision of each label as

\[ AP_c \equiv \frac{1}{N_c} \sum_{k=1}^{N} \text{Precision}(k, c) \cdot \text{rel}(k, c), \]

where \( N_c \) is the number of images containing label \( c \), \( \text{Precision}(k, c) \) is the precision for label \( c \) when retrieving \( k \) best predictions and \( \text{rel}(k, c) \) is the relevance indicator function that is 1 iff the label \( c \) is in the ground-truth of the image at rank \( k \). The mean average precision (mAP) is defined as

\[ mAP = \frac{1}{|C|} \sum_c AP_c, \]

where \(|C|\) is the number of labels.

To compute the F1 score at top \( K \) predictions, \( K \) labels with highest prediction scores are assigned to each image and are compared with the ground-truth labels. We compute precision and recall for each label independently and report the mean precision and mean recall of all labels as

\[ P \equiv \frac{\sum_c N^t_c}{\sum_c N^p_c}, \quad R \equiv \frac{\sum_c N^t_c}{\sum_c N^p_c}, \]

where \( N^t_c \) is the number of true positive for label \( c \) and \( N^p_c \) is the number of positive predictions for label \( c \). F1 score is the harmonic mean between mean Precision and mean Recall and is defined as

\[ F1 = \frac{2PR}{P + R}. \]

In the Open Images dataset, due to the large number of classes, each image has unannotated labels. For the F1 score, we treat missing labels as being absent and for the mAP, similar to [1], we evaluate the ranking performance on the labeled data.

1.2. Localization Performance

To provide a quantitative measurement of the localization performance via our attention, we follow [2] to measure whether each label is correctly predicted by paying maximal attention on the ground-truth regions of the label. First, we rescale the attention map to the original size of the image. If the maximal attention region of the attention module chosen to predict a label in an image falls in the ground-truth bounding box of the label, we consider the prediction as true positive, otherwise it is false positive. Finally, we rank all the predictions of each label according to their confidence and compute the Average Precision to measure whether true positive predictions are ranked higher than false positive predictions. Thus, high Average Precision is achieved when the model correctly identifies and localizes present labels.

Notice that this measurement considers all predictions in an image and since only a small fraction of labels is present, most predictions are false positive, resulting in low Average Precision for all methods as reported in the main paper.

2. More Experimental Results

2.1. Multi-Label Learning

In this section, we evaluate the performance of our method for the conventional multi-label learning setting, where all labels have training images, yet the number of samples could be very small or large for different labels.


**Setting**: For NUS-WIDE, we train and test all methods on the set of 81 labels which is annotated by human. Moreover, we follow [6] to remove all test samples without any label in the 81 label set. For Open Images, we train and test on 7,186 seen labels. We set \( (\lambda_{\text{div}}, \lambda_{\text{rel}}, \lambda_{\text{dist}}) \) to \( (1e^{-2}, 1e^{-3}, 1e^0) \) for NUS-WIDE and \( (1e^{-2}, 1e^{-3}, 1e^{-1}) \) for Open Images.

**Results**: Table 1 shows the F1 score at \( K \in \{3, 5\} \) of 81 ‘ground-truth’ labels on NUS-WIDE [9], and the F1 score...
at $K \in \{10, 20\}$ for 7,186 labels on Open Images as well as mAP scores on both datasets. Notice that our method performs on par or better than the state of the art in F1 scores across all datasets. We achieve significant improvement with respect to Fast0Tag by 4.2% F1 score at 3 on NUS-WIDE and by 1.6% F1 score at 10 on Open Images. Notice that since Open Images contains a large number of labels, 1.6% translates into 11, 497% \footnote{The mean improvement is multiplied by the total number of labels to get the cumulative improvement.} cumulative improvement over all labels.

For the mAP score, our method gains 9.1% improvement with respect to Fast0Tag on NUS-WIDE. Our method obtains the best F1 score on the NUS-WIDE, and increases the F1 score at 3 by 1.2% with respect to One Attention per Label. However, One Attention per Label achieves the best mAP score performance on NUS-WIDE. This agrees with our observation in the main paper that One Attention per Label performs well when training and testing on seen classes but not in the zero-shot setting in the main paper. Moreover, One Attention per Label cannot scale to thousands of labels in Open Images, due to its large memory requirement. We also observe that the recurrent structure of CNN-RNN has difficulty of capturing correlation between thousands of labels in the Open Images compared to 81 labels in NUS-WIDE. Therefore, it has lower F1 scores than the Logistic baseline.

Notice that all methods except Logistic Regression learn a joint embedding matrix $W_3$ whose rank restricts the set of possible prediction outputs $\{s^*_i\}_{c \in C}$. On Open Images, the number of labels $C$ is much larger than the dimension of $W_3$, thus methods based on joint embedding cannot fit data well for the retrieval task. Without this bottleneck, Logistic achieves a high mAP score, yet lower F1 score than ours.

### 2.2. Multi-Label Zero-Shot Learning

In Table 1 of the main paper, on NUS-WIDE, all methods do better on multi-label zero-shot learning than multi-label generalized zero-shot learning, while on Open Images, the trend is the opposite. We observe on Open Images, the set of seen labels has a significantly large number of positive samples which improve the chance of true positive prediction. On the other hand, labels in the seen set of NUS-WIDE are noisy and sparse, thus decrease the performance.

### 3. Complexity

Table 2 shows the running time and memory complexity of different methods on the NUS-WIDE dataset. We observe that our method with $M = 10$ shared attention modules has a very similar training and inference time as well as memory complexity compared to using a single attention, and has much better training time and memory complexity compared to One Attention per Label and CNN-RNN. As expected, One Attention per Label has the largest memory requirement, impeding it to be used for classification of a large number of labels. On the other hand, CNN-RNN has significantly larger training time since its sequential structure prevents the training to be parallelized.
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